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Abstract

In this paper we consider a generalization of a log-transformed version of the inverse
Weibull distribution. Several theoretical properties of the distribution are studied in
detail including expressions for its probability density function, reliability function,
hazard rate function, quantile function, characteristic function, raw moments, percentile
measures, entropy measures, median, mode etc. Certain structural properties of the
distribution along with expressions for reliability measures as well as the distribution
and moments of order statistics are obtained. Also we discuss the maximum likelihood
estimation of the parameters of the proposed distribution and illustrate the usefulness
of the model through real life examples. In addition, the asymptotic behaviour of the
maximum likelihood estimators are examined with the help of simulated data sets.
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Introduction
Keller et al. (1982) introduced and studied the inverse Weibull distribution (IWD)

through the cumulative distribution function (c.d.f.)

Q1 yð Þ ¼ exp − y − cð Þ; ð1Þ

for any y > 0 and c > 0. Certain modified versions of the IWD have been used fre-

quently in survival analysis and reliability studies for modelling certain failure charac-

teristics such as infant mortality, useful life, wear-out periods etc. For details regarding

the applications of the IWD and its related versions, we can refer Drapella (1993),

Mudholkar and Srivastava (1993), Khan et al. (2008), Khan and Pasha (2009), Jazi et al.

(2010), de Gusmao et al. (2011), Shahbaz et al. (2012), Elbatal et al. (2016), Aryal and

Elbatal (2015) and Kumar and Nair (2016, 2018a, 2018b, 2018c). Truncated versions of

distributions like the Normal distribution, Weibull distribution, Lindley distribution

etc. have found wide applications in various areas of survival analysis and reliability
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theory. For example see Ahmed et al. (2010), Amemiya (1973), Kizilersu et al. (2016),

Singh et al. (2014), Zhang and Xie (2011) etc.

A log-transformed version of the IWD namely “the log-inverse Weibull distribution

(LIWD)” and its location-scale extended version namely the “extended log-inverse Wei-

bull distribution (ELIWD)” capable for modelling truncated data sets were studied by

Kumar and Nair (2018c) through their c.d.f.s

Q2 yð Þ ¼ exp − ln yð Þ½ � − cf g ð2Þ

and

Q3 zð Þ ¼ exp −
ln zð Þ − a

b

� � − c� �
; ð3Þ

for y ≥ 0 and z ≥ ea with a ∈ (−∞, ∞), b > 0 and c > 0 respectively. The LIWD and the

ELIWD find applications in several areas including industrial as well as bio medical

fields, but are not suitable for data sets having non-decreasing failure rates. Moreover,

the LIWD can be considered as a better alternative to the left truncated form of the

IWD truncated at unity as it has much more flexibility in terms of its measures of cen-

tral tendency, dispersion, skewness and kurtosis and the shapes of its p.d.f. The distri-

bution with c.d.f.s (2) and (3) are denoted as LIWD(c) and ELIWD(a, b, c) respectively

throughout this paper.

The present paper proposes a Lehman Type II extension (see Lehmann (1953)) of the

ELIWD(a, b, c) through the name “the exponentiated log-inverse Weibull distribution

(ExLIWD)” by incorporating an additional shape parameter so as to include the non-

decreasing shape for the hazard rate function, thereby increasing the flexibility of the

model in handling data sets from various real life situations. Thus we attempt to estab-

lish that the ExLIWD is not only more flexible in terms of the shapes of its hazard rate

function, measures of central tendency, dispersion, skewness and kurtosis, but also

gives much better fit to complete, censored as well as truncated data sets.

The rest of the paper is organized as follows: In Section 2 we present the definition

and a number of important properties of the ExLIWD including expressions for its

characteristic function and moments. Some structural properties of the ExLIWD is sug-

gested in Section 3 while Section 4 deals with the distribution and moments of order

statistics. Section 5 contains the maximum likelihood (M.L.) estimation of the parame-

ters of the distribution. The usefulness of the model as a survival distribution in various

areas of cancer related applications is illustrated in Section 6 by considering three real

life data sets out of which two are complete data sets and one is a censored cancer data

set. Through Section 7 we examine the asymptotic behaviour of the estimators of the

parameters of the ExLIWD with the help of simulated data sets.

Exponentiated log-inverse Weibull distribution
In this section we present the definition and some important properties of the expo-

nentiated log-inverse Weibull distribution.

Definition 0.1 A continuous random variable Y is said to have “the exponentiated

log-inverse Weibull distribution (ExLIWD)” if its c.d.f. is of the following form, for any

a ∈ (−∞, ∞), b > 0, c > 0, δ > 0 and y > ea.
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F yð Þ ¼ 1 − 1 − exp − ψ y; θð Þ½ � − c½ �f gδ ; ð4Þ

in which ψðy; θÞ ¼ ψðy; a; bÞ ¼ ½ ln ðyÞ − a
b �:

Clearly the ExLIWD(a, b, c, δ) is a proportional hazard model (also known as a Leh-

man Type II extension) of the ELIWD(a, b, c). For the sake of convenience, a distribu-

tion with c.d.f. (4 ) is hereafter denoted as ExLIWD(a, b, c, δ).

A practical interpretation of the ExLIWD(a, b, c, δ) can be provided whenever δ is an

integer. Consider a device constituted of δ independent and identically distributed com-

ponents having the ELIWD(a, b, c) life times with c.d.f. Q3(.) as given in (3), connected

in a series system so that the device fails if any of the components fail. Let Y1,Y2,...Yδ

denote the life times of the components and let Y be the life of the system with c.d.f.

F(y). Then

F yð Þ ¼ P Y ≤yð Þ ¼ 1 − P Y > yð Þ
¼ 1 − P Y 1 > y;Y 2 > y;…;Y δ > yð Þ
¼ 1 − P Y 1 > yð Þ½ �δ ¼ 1 − 1 −Q3 yð Þ½ �δ ;

which shows that the life time of the device has the ExLIWD(a, b, c, δ), in the light of

(4).

Now the p.d.f. f(y), the survival function �FðyÞ , the hazard rate function h(y) and the

reverse hazard rate function τ(y) of the ExLIWD(a, b, c, δ) are obtained as

f yð Þ ¼ δc
by

1 − exp − ψ y; θð Þ½ � − c½ �f gδ − 1 exp − ψ y; θð Þ½ � − c½ � ψ y; θð Þ½ � − c − 1ð Þ; ð5Þ

F yð Þ ¼ 1 − exp − ψ y; θð Þ½ � − c½ �f gδ ; ð6Þ

h yð Þ ¼ δc
by

1 − exp − ψ y; θð Þ½ �ð Þ − c½ �f g − 1 exp − ψ y; θð Þ½ �ð Þ − c½ � ψ y; θð Þ½ �ð Þ − c − 1ð Þ ð7Þ

and

τ yð Þ ¼ δc
by

1 − exp − ψ y; θð Þ½ � − c½ �f gδ − 1 exp − ψ y; θð Þ½ � − c½ � ψ y; θð Þ½ � − c − 1ð Þ

� 1 − 1 − exp − ψ y; θð Þ½ � − c½ �½ �δ
n o − 1

:

ð8Þ

The plots of the c.d.f., the p.d.f. and the hazard rate function of the ExLIWD(a, b, c,

δ) for particular values of its parameters are presented in Fig. 1, Fig. 2 and Fig. 3

respectively.

From Fig. 1 it can be observed that the plots of the c.d.f. F(y) coincide at the point

(eb, 1 − (0.632121)δ) for fixed values of the parameters b and δ and varying c. Hence it

can be inferred that there is a probability of [1 − (0.632121)δ] that an ExLIWD(a, b, c,

δ) distributed life time is atmost eb for any value of c.

On differentiating the p.d.f. (5) and the hazard rate function (7) with respect to y, we

have

f
0
yð Þ ¼ f yð Þy − 1 bψ y; θð Þ½ � − 1 c ψ y; θð Þ½ � − c 1 − δe − ψ y;θð Þ½ � − c

1 − e − ψ y;θð Þ½ � − c − 1

 !
− 1

" #
− 1

( )

ð9Þ

and
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Fig. 1 Plots of the c.d.f. of the ExLIWD (a, b, c, δ) for particular values of its parameters
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h
0
yð Þ ¼ h yð Þy − 1 c

b
ψ y; θð Þ½ � − c − 1

1 − e − ψ y;θð Þ − c −
cþ 1ð Þ
b

ψ y; θð Þ½ � − 1 − 1

( )
ð10Þ

respectively, in which ψ(y;θ) is as defined in (4).

Next we obtain the following results on the shapes of the ExLIWD(a, b, c, δ) with

regards to its p.d.f. and hazard rate function, proofs of which follow directly from (9)

and (10) since 1 − e − ½ψðy;θÞ� − c
> 0 for all values of a ∈ (−∞,∞), b > 0, c > 0, δ > 0 and

y > ea, where ψ(y; θ) is as defined in (4).

Result 1

The p.d.f., f(y) of the ExLIWD(a, b, c, δ) is a decreasing function of y if ψðy; θÞ
> ½lnðδÞ� − c − 1

. Moreover, when ψðy; θÞ < ½ ln ðδÞ� − c − 1

, f(y) is decreasing for y if

Fig. 2 Plots of the p.d.f. of the ExLIWD (a, b, c, δ) for particular values of its parameters
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Fig. 3 Plots of the hazard rate function of the ExLIWD (a, b, c, δ) for particular values of its parameters

Table 1 Summary Statistics for Data Set 1 and 3

Statistics Data Set 1 Data Set 3

Mean 1137 9.1403

Standard Error 76.1481 0.9085

Median 1222 6.05

Mode 1222 5.32

Standard Deviation 481.6029 10.2792

Sample Variance 231,941.3846 105.6625

Kurtosis −0.6624 17.96

Skewness −0.50714 3.5069

Range 1737 78.97

Minimum 115 0.08

Maximum 1852 79.05

Count 40 128

Kumar and Nair Journal of Statistical Distributions and Applications            (2021) 8:14 Page 6 of 30



1 − δe − ψ y;θð Þ½ � − c

1 − e − ψ y;θð Þ½ � − c <
bψ y; θð Þ þ cþ 1½ � ψ y; θð Þ½ �c

c
: ð11Þ

Result 2

The hazard rate function, h(y) of the ExLIWD(a, b, c, δ) is a decreasing function of y

whenever 1 − e − ½ψðy;θÞ� − c
> cf½ψðy; θÞ�c½1þ cþ bψðy; θÞ�g − 1

The mode (Mo) of the ExLIWD(a,b,c,δ) is obtained from (9) as the solution of the equation

− c − 1ð Þb − 1 ψ Mo; θð Þ½ � − 1 þ cb − 1 ψ Mo; θð Þ½ � − c − 1 − c δ − 1ð Þb − 1 ψ Mo; θð Þ½ � − c − 1

exp ψ Mo; θð Þ½ � − c − 1f g − 1 ¼ 0:

ð12Þ
Moreover, using the condition for uni-modality it can be observed that the

ExLIWD(a, b, c, δ) is uni-modal if d2 f ðyÞ
dy2 < 0; which on simplification gives

1þ cþ 1
bψ y; θð Þ

� �
1 − δe − ψ y;θð Þ − c

1 − e − ψ y;θð Þ − c

" #
þ 1

≤
c

bψ y; θð Þ
c δ − 1ð Þ

b
ψ y; θð Þ½ � − 2c − 1e − ψ y;θð Þ − c

1 − e − ψ y;θð Þ − ch i2 −
cþ 1
c

1
bψ y; θð Þ − 1

� �8><
>:

9>=
>;:

On inverting the c.d.f. F (yp) given in (4), the pth quantile function yp of the

ExLIWD(a, b, c, δ) for p ∈ (0,1) is obtained as

yp ¼ exp aþ b − ln 1 − 1 − pð Þδ − 1
� �h i − c − 1

� �
: ð13Þ

On substituting p = 0.5 in (13), we have the median(M) of the ExLIWD(a, b, c, δ) as

M ¼ exp aþ b − ln 1 − 0:5ð Þδ − 1
� �h i − c − 1

� �
: ð14Þ

We have calculated the values of the median and mode of the ExLIWD(a, b, c, δ) for

particular values of its parameters and the corresponding plots are presented in Figs. 4

and 5 respectively. The following aspects of the median and mode of the ExLIWD(a, b,

c, δ) can be observed based on these Figures.

Fig. 4 Plots of the median of the ExLIWD (a, b, c, δ) for particular values of its parameters
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� The median of the ExLIWD(a, b, c, δ) is a non-increasing function of c when δ is

small and is a non-decreasing function of c for larger values of δ.

� The values of the median coincide at the point M = e(a + b) for fixed arbitrary values

of the parameters a and b and δ = 1.51119, for all values of the parameter c.

� The mode of the ExLIWD(a, b, c, δ) is an increasing function of the parameter c for

fixed values of δ.

� For fixed arbitrary values of the parameter c, the mode of the ExLIWD(a, b, c, δ) is

a decreasing function of the parameter δ.

Now we present the following integrals and functions which are required in the

sequel.

For any a ∈ R = (−∞,∞),

1þ xð Þa ¼
X∞

j¼0
aþ 1 − jð Þ j

x j

j!
; ð15Þ

in which (x)k = x(x + 1)…(x + k − 1), for k ≥ 1 with (x)0 =1. For Re(ν) > 0 and Re(λ) > 0,

we have the following integrals.Z ∞

0
zv − 1e − zdz ¼ Γ vð Þ; ð16Þ

Z u

0
zv − 1 exp − λzð Þdz ¼ λ − vγ v; λuð Þ ð17Þ

andZ ∞

u
zv − 1 exp − λzð Þ dz ¼ λ − vΓ v; λuð Þ: ð18Þ

The incomplete Gamma functions γ(λ,z) and Γ(λ,z) as defined in (17) and (18) can be

represented in terms of the confluent hypergeometric function φ(λ,γ; z) as

γ λ; zð Þ ¼ zλ

λ
e − zϕ 1; 1þ λ; zð Þ ð19Þ

and

Fig. 5 Plots of the mode of the ExLIWD (a, b, c, δ) for particular values of its parameters
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Γ λ; zð Þ ¼ zλe − zΨ 1 − λ; 1 − z; zð Þ; ð20Þ

in which

Ψ a; b; zð Þ ¼ Γ 1 − bð Þ
Γ a − bþ 1ð Þϕ a; b; zð Þ þ Γ b − 1ð Þ

Γ að Þ z1 − bϕ a − bþ 1; 2 − b; zð Þ: ð21Þ

The importance of moments in identifying the salient features of a distribution like

mean, variance, skewness and kurtosis needs no emphasis. We obtain expressions for

the characteristic function and the rth raw moment of the ExLIWD(a, b, c, δ) through

the following results, their proofs are included in Appendix.

Result 3

For t ∈ ℜ and i ¼ ffiffiffiffiffiffiffiffi
− 1

p
, the characteristic function ΦY(t) of the ExLIWD(a, b, c, δ) is

the following.

ΦY tð Þ ¼ δ
X∞
m¼0

Xc − 1½ �

j¼0

Xj

q¼0

bj − 1ð Þm
m!

δ −mð Þm 1 − qð Þq mþ 1ð Þ jcð Þ − 1

xS j; qð Þϕ 1; 1 − q; iteað Þ; ð22Þ

in which for any a∈Rþ ¼ ½0;∞Þ, [a] denotes the integer part of a, φ(α,β;θ) is the conflu-
ent hypergeometric function and S(m, j) is the Stirling numbers of second kind.

Result 4

For r ≥ 1 and Re(1 − kc−1) > 0, the rth raw moment μr of the ExLIWD(a, b, c, δ).is

μr ¼ δear
Xc − 1½ �

k¼0

rbð Þk
k!

Γ 1 − kc − 1	 

φk c; δð Þ; ð23Þ

withφkðc; δÞ ¼
P∞

j¼0
ð − 1Þ j

j! ðδ − jÞ jð jþ 1Þ½kc − 1 − 1� , which converges for any c > 0, δ > 0

and k > 0.

The values of the raw moments of the ExLIWD(a, b, c, δ) can be calculated numeric-

ally by using mathematical softwares like MATHEMATICA, MATHCAD etc. We have

calculated the mean(μ), variance(σ2), moment measure of skewness(γ1) and moment

measure of kurtosis(γ2) of the ExLIWD(a, b, c, δ) and plotted them in Figs. 6 and 7.

Percentile measures of skewness and kurtosis of a distribution provide a better under-

standing of the pattern of skewness and kurtosis of the distribution and are less affected

by the tail behaviour of the distribution or by outliers. Moreover, the fact that the mo-

ment measures of kurtosis can become infinite for many heavy tailed distributions

highlights the importance of the percentile measures. The percentile measure of skew-

ness and kurtosis of the ExLIWD(a, b, c, δ) are obtained by the following results in

which.

qp ¼ b − ln 1 − 1 − pð Þδ − 1
� �h i − c − 1

� �
; 0≤p≤1; b > 0; c > 0 and δ > 0:

and δ > 0.
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Result 5

The Galton’s and Bowley’s percentile measures of skewness denoted by Ga and Bo re-

spectively of the ExLIWD(a, b, c, δ) are given by

Ga ¼ e q0:8 − q0:5ð Þ − 1
1 − e q0:5 − q0:2ð Þ ð24Þ

and

Bo ¼ 1þ e q0:25 − q0:75ð Þ − 2e q0:5 − q0:75ð Þ

1 − e q0:25 − q0:75ð Þ : ð25Þ

Proof. Proof follows from the following definitions of the Galton and Bowley mea-

sures of skewness, in the light (13).

SG ¼ y0:8 − y0:5
y0:5 − y0:2

ð26Þ

and

SB ¼ y0:75 − y0:5ð Þ − y0:5 − y0:25ð Þ
y0:75 − y0:25

: ð27Þ

Result 6

The Schmid-Tred’e percentile measure of kurtosis L of the ExLIWD(a, b, c, δ) is given by

Fig. 6 Plots of the mean and variance of the ExLIWD (a, b, c, δ) for particular values of the parameters c
and δ

Fig. 7 Plots of the moment measures of skewness and kurtosis of the ExLIWD(a, b, c, δ) for particular values
of the parameters c and δ
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L ¼ eq0:975 − eq0:025

eq0:75 − eq0:25
: ð28Þ

Proof. Proof is straight forward from the following definitions of the Schmid - Tred’e

measure of kurtosis L, in the light of (13).

L ¼ y0:975 − y0:025
y0:75 − y0:25

ð29Þ

Based on Results 5 and 6, we have the following remarks.

Remark 1 The ExLIWD(a, b, c, δ) is symmetric for those values of the parameters

satisfying the condition eq0:8 þ eq0:2 ¼ 2e − q0:5 and positively (negatively) skewed for

eq0:8 þ eq0:2 less than (greater than) 2e − q0:5 .

Remark 2 The ExLIWD(a, b, c, δ) is mesokurtic for those values of the parameters sat-

isfying the condition eq0:975 − eq0:025 ¼ 2:9058ðeq0:75 − eq0:25Þ and leptokurtic (platykurtic) if

eq0:975 − eq0:025 is greater than (less than) 2:9058ðeq0:75 − eq0:25Þ:

The values of Ga and L for particular values of the parameters c and δ and fixed

values of the other parameters are calculated and plotted in Fig. 8. From the figures it

can be observed that the values of Ga is a non-increasing function of δ and c for fixed

values of the other parameters while L is non-increasing for increasing values of δ and

small values of c as is evident in the case of moment measures of skewness and kurtosis

also.

The following result provides an expression for the sth incomplete moment of the

ExLIWD(a, b, c, δ) in the light of (20) based on which we have Corollaries 1 and 2.

Result 7

For ςðz; jÞ ¼ ð jþ 1Þ½ψðz; θÞ� − c, the sth incomplete moment of the ExLIWD(a, b, c, δ).

is the following.

Hs yð Þ ¼ δeas
X∞
k¼0

Xk
j¼0

k j

− 1ð Þ j sbð Þk − j δ − jð Þ je − l y; jð Þ ψ z; θð Þ½ � − c

k!

Ψ
k − j
c

; 1 − ς z; jð Þ; ς z; jð Þ
� � ð30Þ

Proof. The sth incomplete moment of the ExLIWD(a, b, c, δ) with p.d.f. (5) is defined as

Hs zð Þ ¼ E Y s Y ≤zjð Þ ¼
Z z

ea
ys f yð Þdy ¼

δc
b

Z z

ea
ys − 1 1 − e − ψ y; θð Þ½ � − cn oδ − 1

e − ψ y; θð Þ½ � − c

ψ y; θð Þ½ � − c − 1ð Þdy;
ð31Þ

where ψ(y;θ) is as defined in (4). On integrating (31) after using the substitution

u = ψ(y;θ) and hence expanding the terms using (15), we have

Hs zð Þ ¼ earδ
X∞

k¼0

X∞

j¼0

sbð Þk − 1ð Þ j
k! j!

δ − jð Þ j jþ 1ð Þ 1 − kc − 1ð Þ � Γ 1 − kc − 1; ς z; jð Þ	 

;

ð32Þ

where Γ(α, y) is the incomplete Gamma function as defined in (18) and ςðz; jÞ ¼ ð jþ 1Þ
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½ψðz; θÞ� − c . (32) can be represented in terms of the confluent hypergeometric func-

tion Ψ(α,γ;z) in the light of (20) to give (30).

Corollary 1 We can obtain the mean deviation about the mean μ1 and the mean de-

viation about the median M of the ExLIWD(a, b, c, δ) with c.d.f. F(.) as E(| Y − μ1| ) =

2μ1F(μ1) − 2H1(μ1) and E(| Y −M| ) =M − 2H1(M) respectively, where H1(z) is as given

in (30), when s = 1.

Corollary 2 For the ExLIWD(a, b, c, δ), the equations to the Lorenz and Bonferroni

curves are LðpÞ ¼ μ − 1
i H1ðypÞ and B(p) = (pμ1)

−1H1(yp) respectively, where yp and Hs(y)

are as defined in (13) and (30) respectively.

The geometric mean (GM) finds application in survival analysis, especially in cases

where only a cumulative survival is available. Here we present an expression for the

GM of the ExLIWD(a, b, c, δ).

Result 8

The GM of the ExLIWD(a, b, c, δ) is given by the equation

ln GMð Þ ¼ aþ δbΓ 1 − c − 1
	 


φ1 c; δð Þ; ð33Þ

where φ1(c, δ) is as defined in (23) and Re[1 − c−1]> 0.

Proof. By definition,

Fig. 8 Plots of the percentile measures of skewness and kurtosis of the ExLIWD(a, b, c, δ) for particular values of
the parameters c and δ
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ln GMð Þ ¼ E ln Yð Þ½ �

¼ δc
b

Z ∞

ea
ln yð Þy − 1 1 − e − ψ y;θð Þ½ � − cn oδ − 1

� e − ψ y;θð Þ½ � − c

ψ y; θð Þ½ � − c − 1ð Þdy

¼ δc
Z ∞

0
bz þ að Þ 1 − e − z − c �δ − 1

e − z − c
z − c − 1ð Þdz;

ð34Þ

using the substitution z ¼ ln ðyÞ − a
b . On integrating (34) after expanding the terms,

we obtain (33) in the light of (23).

Entropy measures the level of randomness or uncertainty in a system. The expres-

sions for the R’enyi and Shannon entropies of the ExLIWD(a, b, c, δ) are provided

through the following result.

Result 9

The R’enyi entropy of the ExLIWD(a, b, c, δ) is the following for Re[b(1 − ρ)] > 1 and

m(c, ρ) = c−1(1 − ρ(c + 1)).

IR ρð Þ ¼ 1
1 − ρ

ln
δcð Þδ
bδ − 1

X∞

k¼0

Xm c;ρð Þ
j¼0

− 1ð Þkþ j ρþ kð Þ j ρ δ − 1ð Þ − k þ 1ð ÞkΓ c m c; ρð Þ − j½ �ð Þ
k! j! b ρ − 1ð Þ½ �c m c;ρð Þ − j½ �

( )

ð35Þ

Proof. By definition, R’enyi entropy of the ExLIWD(a, b, c, δ) with p.d.f. (5) is

IR ρð Þ ¼ 1
1 − ρ

Z ∞

ea
f yð Þ½ �ρdy

� �
; ð36Þ

in whichZ ∞

ea
f yð Þ½ �ρdy ¼ δc

b

� �ρ Z ∞

ea
y − ρ 1 − exp − ψ y; θð Þ½ � − c½ �ρ δ − 1ð Þn o

exp − ρ ψ y; θð Þ½ � − c½ � ψ y; θð Þ½ �ρ − c − 1ð Þdy:
ð37Þ

On substituting z ¼ ψðy; θÞ in (37) and integrating after expanding the exponential

terms, we get (35) in the light of (36).

The stress - strength reliability concept, initially considered by Church and Harris

(1970), is used for describing the life of a component having strength Y2 subjected to a

stress Y1, where both Y1 and Y2 are random variables. Obviously, the component fails if

the Y1 > Y2 and will survive otherwise. Then the stress-strength reliability measure, R

of a system is defined as

R ¼ P Y 1 < Y 2ð Þ: ð38Þ

The following result gives an expression for R when Yi has the ExLIWD(a, b, c, δi),

for i = 1,2.

Result 10

For i = 1,2, let Yi be a random variable following the ExLIWD(a, b, c, δi) with.
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p.d.f. f(.) as defined in (5). Then the stress-strength reliability measure, R ¼ δ1
δ1þδ2

.

Proof. As defined in (38), the stress-strength reliability measure,

R ¼
Z ∞

ea

Z y2

ea
f 1 y1ð Þdy1

� �
f 2 y2ð Þdy2

¼ 1 −
Z y2

ea
y − 1
2 1 − e − ψ y2;θð Þð Þ − cn oδ1þδ2 − 1

e − ψ y2;θð Þð Þ − c

ψ y2; θð Þð Þ − c − 1ð Þdy2

¼ δ1
δ1 þ δ2

;

ð39Þ

which shows that R depends only on the values of the parameter δ.

Some structural properties
Here we present certain structural properties of the ExLIWD(a, b, c, δ), establishing

some relations of the distribution with certain existing Weibull models including the

inverse generalised Weibull distribution IGWD(b, c, δ) of Jain et al. (2014) with c.d.f.

Q4 yð Þ ¼ 1 − 1 − e − y
bð Þ − ch iδ

; ð40Þ

for b > 0, c > 0, δ > 0 and y > 0. The proofs of Results 13, 14, 15, 16, 17 and 18 are.

straight forward and hence omitted.

Result 11

If Y be any continuous random variable with c.d.f. F(y), for every y ∈ [ea,∞), then,

E ln 1 − e − b − 1ln Yð Þf gch i − δ
=Y > z

� �
¼ 1þ ln 1 − e − b − 1 ln zð Þf gch i − δ

; ð41Þ

for z ∈ [ea,∞) if and only if Y has the ExLIWD(a, b, c, δ).

Proof. Proof follows from Theorem 8 (Rinne (2008), pp. 262) with h(y) = ln[1 −

exp[−{b−1[ln(y) − a]}c]]−δ and d = 1 so that lim
y→∞

hðyÞ ¼ ∞; hðeaÞ ¼ 0, and E(h(Y)) = 1 for

Y ∈ [ea,∞).

Result 12

The c.d.f. F(y) of the ExLIWD(a, b, c, δ) can be approximated by the c.d.f. of the IGWD

(bceac, c, δ) for extremely small values of y.

Proof. For y > ea, the c.d.f. F(y) of the ExLIWD(a, b, c, δ) given in (4) can be

written as

F tð Þ ¼ 1 − 1 − e − b − 1ln ye − að Þ½ � − ch iδ� �
: ð42Þ

For extremely small values of y, take y = ea + t, t > 0. Using this in (42), we obtain

F tð Þ ¼ 1 − 1 − e − b − 1ln eaþt½ �e − að Þ½ � − ch iδ
ð43Þ

¼ 1 − 1 − e − b − 1 ln 1þte − að Þ½ �½ � − cð Þh iδ
: ð44Þ

On expanding the term ln(1 + te−a) in (44) and discarding the second term onwards,

we obtain the following representation of F(t) as t→ 0.
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FðtÞ ¼ 1 − ½1 − e − ½b − 1te − a� − c �δ : ð45Þ

Clearly (45) is the c.d.f. of the IGWD (bceac, c, δ) in the light of (40).

Result 13

A random variable Y has the ExLIWD(a, b, c, δ) if and only if X = ln (Y) − a has the

IGWD(b,c,δ) for a ∈ (−∞,∞), b > 0, c > 0, δ > 0, x > 0 and y > ea.

Result 14

A random variable Y with support (ea,∞) has the ExLIWD(a, b, c, δ) for a ∈ (−∞,∞),

b > 0, c > 0 and δ > 0 with p.d.f. (5) if and only if Z = [ln(Y) − a]−1 has the EWD(c, b−1, δ)

of Mudholkar and Srivastava (1993).

Result 15

A random variable Y with support (ea,∞) has the ExLIWD(a, b, c, δ) for a ∈ (−∞,∞),

b > 0, c > 0 and δ > 0 with p.d.f. (5) if and only if Z = [b−1{ln(y) − a}]−c has the exponen-

tiated exponential distribution (EED(b, δ)) of Gupta and Kundu (2001).

Result 16

A random variable Y with support (ea,∞) has the ExLIWD(a, b, c, 1) for a ∈ (−∞,∞),

b > 0, c > 0 with p.d.f. (5) if and only if Z = exp {b−1[ln(Y) − a]}−1 follows an the LWD

considered by Kumar and Nair (2018b).

Result 17

A random variable Y with support (ea,∞) has the ExLIWD(a, b, c, δ) for a ∈ (−∞,∞), b >

0, c > 0 and δ > 0 with p.d.f. (5) if and only if Z = Yα, follows the ExLIWD(αa, αb, c, δ).

Result 18

A random variable Y with support (ea,∞) has the ExLIWD(a, b, c, δ) for a ∈ (−∞,∞),

b > 0, c > 0 and δ > 0 with p.d.f. (5) if and only if Z = βY follows the ExLIWD(ln(β) + a,

b, c, δ) for Z > eln(β) + a.

Distribution and moments of order statistics
Let Yi:n be the ith order statistics based on a random sample Y1, Y2, ..., Yn of size n from

the ExLIWD(a, b, c, δ), with p.d.f. f(y) = f(y; δ) as given in (5) and let μr = μr(δ) be the rth

raw moment as given in (23). In this section we obtain the distribution and moments

of the ith order statistics Yi:n of the ExLIWD(a, b, c, δ).

Result 19

For y > 0, the p.d.f. of the ith order statistics of the ExLIWD(a, b, c, δ) is given by

f i:n yð Þ ¼
Xi − 1

k − 0
vn:i:k f y; δ�ð Þ; ð46Þ

where
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νn:i:k ¼
i
n
i

� � i − 1
k

� �
− 1ð Þk

k þ n − iþ 1ð Þ and δ� ¼ k þ n − iþ 1ð Þδ:

Proof. Consider a random sample of size n from an ExLIWD(a, b, c, δ). The p.d.f. of

the ith order statistics Yi:n can be defined as

f i:n yð Þ ¼ n!
i − 1ð Þ! n − ið Þ! F yð Þ½ �i − 1 1 − F yð Þ½ �n − i f yð Þ: ð47Þ

By using (4) and (5) we have the following from (47) in the light of the binomial

expansion.

f i:n yð Þ ¼
Xi − k

k¼0
i

n
i

� �
i − k
k

� �
− 1ð Þky − 1 1 − e − ψ y;θð Þ½ � − cn okδþδ n − ið Þþδ − 1

�e − ψ y;θð Þ½ � − c

ψ y; θð Þ½ � − c − 1ð Þ
ð48Þ

¼
Xi − 1

k¼0

i
n
i

� � i − 1
k

� �
− 1ð Þk

k þ n − iþ 1ð Þ f y; k þ n − iþ 1ð Þδð Þ; ð49Þ

which reduces to (46).

As a consequence of Result 19, we have the following corollaries.

Corollary 3 For y > 0, the p.d.f. of the largest order statistics Yn : n = max (Y1, Y2, …,

Yn) of the ExLIWD(a, b, c, δ) is

f n:n yð Þ ¼
Xn − 1

k¼0

n
k þ 1

� �
− 1ð Þk f y; δ�1

	 

; ð50Þ

where δ�1 ¼ δðk þ 1Þ.
Corollary 4 For y > 0, the p.d.f. of the smallest order statistics Y1 : n = min (Y1, Y2, …,

Yn) of the ExLIWD(a, b, c, δ) is

f 1:n yð Þ ¼ f y; δ�2
	 


; ð51Þ

where δ�2 ¼ nδ.

Corollary 5 For y > 0, the p.d.f. of the median Ym + 1 : n, with n = 2m + 1 of the

ExLIWD(a, b, c, δ) is the following, in which δ�3 ¼ δðmþ k þ 1Þ:

f mþ1:nð Þ yð Þ ¼
Xm
k¼0

− 1ð Þk 2mþ 1ð Þ 2m
m

� �
m
k

� �
mþ k þ 1

f y; δ
�
3

� �
ð52Þ

Corollary 6 The smallest order statistics Y1 : n = min (Y1, Y2, …, Yn) follows the

ExLIWD(a, b, c, nδ) if and only if Y1 follows the ExLIWD(a, b, c, δ).

Result 20

For r > 0, the rth raw moment of the ith order statistics Yi : n of the ExLIWD(a, b, c, δ) is

the following, in which, νn : i : k and δ∗ are as defined in (46).

μr i:nð Þ yð Þ ¼
Xi − 1

k¼0
vn:i:k μr δ�ð Þ ð53Þ

Proof. Proof follows from Results 4 and 19.
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Estimation
In this section, we discuss the M.L. estimation of the parameters of the ExLIWD(a, b,

c, δ) and derive the likelihood equations for complete and right-censored cases. A data

set of observations without any missing value is termed as an uncensored/complete set.

The likelihood function for a complete data set having Y1, Y2, ...Yn is given by

L1 Θð Þ ¼
Y

i
f yi;Θð Þ: ð54Þ

Censored data is regularly encountered in survival and reliability analysis as the infor-

mation regarding the survival time of some of the observations under study may remain

incomplete or unknown. According to Klein and Moeschberger (2006), censored data

sets represent a particular type of missing data. Assume that we have a random sample

of n units with true survival times T1, T2, ..., Tn having p.d.f. f(y) and c.d.f. F(y). How-

ever, due to right censoring such as staggered entry, loss to follow-up, competing risks

(death from other causes) or any combination of these, it might be impossible to ob-

serve the survival times in all of these n cases. Thus a subject can either be observed

for its full life time or can be censored. Clearly, the observed data are the minimum of

the survival time and censoring time for each unit. Assume that C1, C2, ..., Cn are the

censoring times of the n units drawn independently of Ti, i = 1, 2,..., n. On each of n

units, we observe n random pairs (Yi,ηi), in which Yi =min (Ti,Ci) and

ηi ¼
1 for T i < Ci

0 for T i > Ci

�
ð55Þ

for i = 1,2,...,n. Clearly ηi, the censorship indicator indicates whether Ti is censored or

not. Then, the likelihood function for the censored data set is given by

L2 Θð Þ ¼ Πηi¼1 f yi;Θð Þ � Πηi¼0F yi;Θð Þ: ð56Þ

Estimation of parameters for the ExLIWD(a, b, c, δ) for complete data sets

Here we discuss the M.L. estimation of the parameters of the ExLIWD(a, b, c, δ) based

on a random sample Y1, Y2, ..., Yn taken from the distribution. For ψðy; θÞ as defined in

(4), the log-likelihood function for the vector of parameters Υ = (a, b, c, δ) is given by

ℓ1 ϒð Þ ¼
Xn

i¼1
ln b − 1δc
	 
 �

− ln yið Þ þ δ − 1ð Þ
ln 1 − exp − ψ yi; θð Þ − c½ �f g − ψ yi; θð Þ − c − cþ 1ð Þ ln − ψ yi; θð Þ½ �g:

ð57Þ

On differentiating the log-likelihood function (57) with respect to the parameters a,

b, c, and δ respectively and equating to zero, we obtain the following likelihood

equations.Xn

i¼1
ψ yi; θð Þ½ � − 1 cþ 1ð Þb − 1 − cb − 1 ψ yi; θð Þ½ �cΔϒ yið Þ � ¼ 0; ð58Þ

cb − 1
Xn

i¼1
1 − ψ yi; θð ÞcΔϒ yið Þf g ¼ 0; ð59Þ

nc − 1 −
Xn

i¼1
ln ψ yi; θð Þ½ � 1þ ψ yi; θð Þ½ � − cΔϒ yið Þ½ � ¼ 0 ð60Þ

and
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nδ − 1 þ
Xn

i¼1
ln 1 − exp − ψ yi; θð Þ½ � − cf g½ � ¼ 0; ð61Þ

in which ΔϒðyiÞ ¼ 1 − δ exp½ − ψðyi;θÞ − c�
1 − exp½ − ψðyi;θÞ − c�

Estimation of parameters for the ExLIWD(a, b, c, δ) for censored data sets
Let r be the number of failures among the n units. Then, using (4) and (5) in (56) the

log-likelihood function of the ExLIWD(a, b, c, δ) for censored data set is given by

ℓ2 ϒð Þ ¼
X
ηi¼1

fln b − 1δc
	 


− ln yið Þ þ δ − 1ð Þ ln 1 − exp − ψ yi; θð Þ− c½ �f g − ψ yi; θð Þ− c

− cþ 1ð Þ ln ψ yi; θð Þ½ �g þ δ
X

ηi¼0
ln 1 − exp − ψ yi; θð Þ½ �− c½ �f g:

ð62Þ

On differentiating the log-likelihood function (62) with respect to the parameters a,

b, c, and δ respectively and equating to zero, we obtain the corresponding likelihood

equations asX
ηi¼1

ψ yi; θð Þ½ �− 1 cþ 1ð Þb − 1 − cb − 1 ψ yi; θð Þ½ �cΔϒ yið Þ �
þ
X

ηi¼0

cδψ yi; θð Þ− c − 1 e − ψ yi;θð Þ− c

b 1 − e − ψ yi;θð Þ− cn o ¼ 0;
ð63Þ

cb − 1
X

ηi¼1
1 − ψ yi; θð ÞcΔϒ yið Þf g þ

X
ηi¼0

cδψ yi; θð Þ − ce − ψ yi;θð Þ− c

b 1 − e − ψ yi;θð Þ− cn o ¼ 0; ð64Þ

nc − 1 −
X

ηi¼1
ln ψ yi; θð Þ½ � 1þ ψ yi; θð Þ½ �− cΔϒ yið Þ½ �

−
X

ηi¼0

cδψ yi; θð Þ− cln ψ yi; θð Þ½ �e − ψ yi;θð Þ− c

b 1 − e − ψ yi;θð Þ− cn o ¼ 0
ð65Þ

and

bδ − 1 þ
Xn

ηi¼1
ln 1 − e − ψ yi;θð Þ½ �− ch i

¼ 0; ð66Þ

in which ΔϒðyiÞ ¼ 1 − δ exp½ − ψðyi;θÞ− c�
1 − exp½ − ψðyi;θÞ− c� .

These likelihood equations may not always provide a unique solution and in such

cases the maximum of the likelihood function is obtained in the border of the domain

of the parameters. Hence we have obtained the second order partial derivatives of the

log-likelihood function of the ExLIWD(a, b, c, δ) and by using R software it has been

verified that the values of the second order partial derivatives are negative for the esti-

mated parametric values for both complete and censored cases.

Applications
In this section, we illustrate the utility of the ExLIWD(a, b, c, δ) as a survival distribu-

tion suitable for handling complete as well as censored cancer data by considering three

real life data sets arising from cancer related fields, out of which the first and third are

complete data sets while the second one is a censored data set.

Data Set 1 The data on survival of 40 patients suffering from leukemia, from the

Ministry of Health Hospitals in Saudi Arabia taken from Abouammoh et al. (1994)
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115, 181, 255, 418, 441, 461, 516, 739, 743, 789, 807, 865, 924, 983, 1024, 1062, 1063,

1165, 1191, 1222, 1222, 1251, 1277, 1290, 1357, 1369, 1408,1455, 1478, 1549, 1578,

1578, 1599, 1603, 1605, 1696, 1735, 1799, 1815, 1852.

Data Set 2 Censored data discussed in Sickle-Santanello et al. (1988) and given in

Klein and Moeschberger (2006). The data consist of death times (in weeks) of patients

with cancer of tongue with aneuploid DNA profile. The observations are

1, 3, 3, 4, 10, 13, 13, 16, 16, 24, 26, 27, 28, 30, 30, 32, 41, 51, 61∗, 65, 67, 70, 72, 73,

74∗, 77, 79∗, 80∗, 81∗, 87∗, 87∗, 88∗, 89∗, 91, 93, 93∗, 96, 97∗, 100, 101∗, 104, 104∗, 108∗,

109∗, 120∗, 131∗, 150∗, 157, 167, 231∗, 240∗ and 400∗ where asterisks denote censored

observations.

Data Set 3 The data set aken from Aldeni et al. (2017) consists of the remission time

of 128 bladder cancer patients.

0.080, 0.200, 0.400, 0.500, 0.510, 0.810, 0.900, 1.050, 1.190, 1.260,

1.350, 1.400, 1.460, 1.760, 2.020, 2.020, 2.070, 2.090, 2.230, 2.260,

2.460, 2.540, 2.620, 2.640, 2.690, 2.690, 2.750, 2.830, 2.870, 3.020,

3.250, 3.310, 3.360, 3.360, 3.480, 3.520, 3.570, 3.640, 3.700, 3.820,

3.880, 4.180, 4.230, 4.260, 4.330, 4.340, 4.400, 4.500, 4.510, 4.870,

4.980, 5.060, 5.090, 5.170, 5.320, 5.320, 5.340, 5.410, 5.410, 5.490,

5.620, 5.710, 5.850, 6.250, 6.540, 6.760, 6.930, 6.940, 6.970, 7.090,

7.260, 7.280, 7.320, 7.390, 7.590, 7.620, 7.630, 7.660, 7.870, 7.930,

8.260, 8.370, 8.530, 8.650, 8.660, 9.020, 9.220, 9.470, 9.740, 10.06,

10.34, 10.66, 10.75, 11.25, 11.64, 11.79, 11.98, 12.02, 12.03, 12.07,

12.63, 13.11, 13.29, 13.80, 14.24, 14.76, 14.77, 14.83, 15.96, 16.62,

17.12, 17.14, 17.36, 18.10, 19.13, 20.28, 21.73, 22.69, 23.63, 25.74,

25.82, 26.31, 32.15, 34.26, 36.66, 43.01, 46.12, 79.05.

The summary statistics for the complete data sets, Data Set 1 and Data Set 3 are

provided in Table 1 while that of Data Set 2 is provided in Table 2. From the values it

can be observed that Data Set 1 is negatively skewed while Data Set 3 is highly

positively skewed in nature.

The log likelihood functions of the ExLIWD(a, b, c, δ) for the complete data sets are

obtained using (57) while that corresponding to the censored data set is obtained using

(62). The fit of the ExLIWD(a, b, c, δ) to Data set 1, 2 and 3 is evaluated using the

Kolmogorov - Smirnov (K-S) statistic. The values of the K-S statistic corresponding to

the ExLIWD(a, b, c, δ) for the three data sets along with the corresponding critical

values at 1% level are provided in Table 3 and from these values, it can be concluded

that the fit of the distribution is significant in all the three cases. The estimates of the

parameters of the ExLIWD(a, b, c, δ) are computed using the R software and are pro-

vided in Tables 4, 5 and 6 respectively along with the values of the standard errors of

the estimates (SE), calculated values of the statistic (t - Value) and P-values of the esti-

mates of the parameters for the three data sets. From these tables, it can be seen that

the estimates are significant.

For establishing the suitability of the proposed model as compared to some of the

existing models, we have considered the following distributions, among them some are

recently developed ones.
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� The three parameter Gompertz-Lindley distribution (GLD) of Koleoso et al. (2019)

� The extended log-inverse Weibull distribution (ELIWD) of Kumar and Nair (2018c)

� The three parameter Lindley distribution (LD) of Shanker et al. (2017)

� The exponentiated power Lindley distribution (EPLD) of Ashour and Eltehiwy

(2015)

� The Kumaraswamy modified inverse Weibull distribution (KMIWD) of Aryal and

Elbatal (2015)

� The inverse generalized Weibull distribution (IGWD) of Jain et al. (2014)

� The generalized inverse generalized Weibull distribution (GIGWD) of Jain et al.

(2014)

� The generalized inverse Weibull distribution (GIWD) of de Gusmao et al. (2011)

� The exponentiated generalised inverse Weibull distribution (EGIWD) of Elbatal

(2011)

� The log-generalized inverse Weibull distribution (LGIWD) of de Gusmao et al.

(2011)

All the above distributions are fitted to Data sets 1, 2 using the likelihood function

(54) and (56) for complete and censored data sets respectively. In both these cases it

can be seen that the ExLIWD provides the best fit to the data sets while the GIGWD is

seen to be the distribution providing the next best fit. Hence we have fitted the

ExLIWD and the GIGWD to Data set 3 for comparing their efficiencies as

distributional models. The M.L.E.s of the parameters of all these distributions are

obtained using R-Software. The performances of these distributions are examined by

using certain information criteria like ‘the Akaike information criteria (AIC)’, ‘the

Bayesian information criteria (BIC)’, ‘the corrected Akaike information criteria (AICc)’

Table 2 Summary Statistics for Data Set 2

Statistics Complete data values Censored data values Combined Sample

Mean 47.7666 125.7727 80.7692

Standard Error 7.1175 16.3484 9.6073

Median 31 99 78

Mode 3 87 3

Standard Deviation 38.9842 76.6811 69.2799

Sample Variance 1519.7712 5879.9935 4799.7104

Kurtosis 0.3262 7.5191 8.2545

Skewness 0.8508 2.5916 2.2633

Range 156 339 399

Minimum 1 61 1

Maximum 157 400 400

Count 30 22 52

Table 3 K-S statistics for the ExLIWD(a, b, c, δ) corresponding to Data Sets 1, 2 and 3

K-S Statistic Data Set 1 Data Set 2 Data Set 3

Calculated Value 0.1916 0.1780 0.0398

Critical Value 0.2521 0.2300 0.1200
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and ‘the consistent Akaike information criteria (CAIC)’. The numerical results obtained

are summarised in Tables 7, 8 and 9. Further, for graphical comparison, we have

obtained cumulative probability plots and the Weibull probability plots

(WPP) corresponding to the models having the best fit for the three data sets as

presented in Figs. 9, 10, 11, 12, 13 and 14. From Tables 7, 8 and 9 it can be observed

that the ExLIWD(a, b, c, δ) gives relatively better fit to all the three data sets as

compared to the existing models, since the values of AIC, BIC, AICc and CAIC are

minimum. Further, the cumulative probability plots and the WPPs of the various

distributions corresponding to the data sets also support this claim. The fact that the

performance of the ExLIWD(a, b, c, δ) is better when compared to the existing models

emphasises the utility of the proposed distribution as a distributional model for fitting

cancer related data sets in both complete as well as censored cases.

Simulation
In order to assess the empirical performance of the M.L. estimators of the parameters

of the ExLIWD(a, b, c, δ) in terms of their bias and mean square errors, a simulation

study is carried out by generating observations from the ExLIWD(a, b, c, δ) for the

parametric values a = 0.5, b = 2, c = 2.5, δ = 5. As the c.d.f. (4) of the ExLIWD(a, b, c, δ)

is in a closed form, it is easy to generate pseudo-random numbers from the distribution

using random numbers from the uniform distribution U (0,1) which are generated

using statistical softwares like EXCEL. The corresponding ExLIWD(a, b, c, δ) random

numbers are hence generated using the quantile function (13). The technique of boot-

strapping is used to create multiple samples and we have considered 200 bootstrap

samples of sizes n = 50, 100, 250 and 500 (see Efron and Tibshirani (1991)). R- package

is utilised for bootstrapping and from the results presented in Table 10, it can be ob-

served that as sample size increases, the bias approaches zero and decreasing trend is

observed in the mean square errors (MSE) of the respective estimators. This reveals

that the efficiency of the estimators of the corresponding parameters increases with in-

crease in sample size.

Table 4 Fitted values of the ExLIWD(a, b, c, δ) corresponding to Data Set 1

Parameter SE t - Value P-value

a 4.2762 −12.200 < 2.2e − 16

b 4.4403 14.453 < 2.2e − 16

c 5.0566 39.127 < 2.2e − 16

δ 2.6351 7.954 1.806e − 15

Table 5 Fitted values of the ExLIWD(a, b, c, δ) corresponding to Data Set 2

Parameter SE t - Value P-value

a 1.740 −140.960 < 2.2e − 16

b 5.424 47.295 < 2.2e − 16

c 7.297 6.333 2.40e − 10

δ 7.120 6.264 3.75e − 10
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Table 6 Fitted values of the ExLIWD(a, b, c, δ) corresponding to Data Set 3

Parameter SE t - Value P-value

a 0.9853 −64.64 < 2.2e − 16

b 0.6643 116.76 < 2.2e − 16

c 0.7671 14.48 < 2.2e − 16

δ 16.4463 28.49 < 2.2e − 16

Table 7 Estimated values of parameters and computed values of information measures of various
distributions corresponding to Data set 1

Model Estimates Log-
Likelihood

AIC BIC AICc CAIC

ExLIWD a = −52.1710 − 302.152 612.304 619.059 613.447 623.059

b = 64.1700

c = 20.9500

δ = 197.8530

GIGWD α = 103.3477 −302.5133 613.026 619.782 614.169 623.782

β = 0.4037

λ = 1.6950

γ = 65.9424

EPLD α = 99.8469 − 309.992 625.98 631.05 626.65 634.05

β = 0.2754

θ = 0.9727

LD α = 2000 − 312.6802 631.360 636.427 632.027 639.427

β = 3.4320

θ = 0.0011

KMIWD a = 35.5061 −312.510 635.010 645.230 636.190 650.230

δ = 2.7100

ρ = 37.5790

σ = 2.2130

β = 3.3500

IGWD α = 1.2544 − 316.2267 638.453 643.520 639.120 646.520

β = 1.1424

λ = 687.2870

ELIWD a = −695.5900 − 317.12 638.24 645.31 638.91 648.31

b = 702.1100

c = 839.8900

LGIWD μ = 2300.5860 −350.173 706.346 711.412 707.346 714.412

σ = 2877.8820

γ = 0.6558

EGIWD ϑ = 1.1021 − 354.570 717.471 724.226 718.614 728.226

α = 1.0900

δ = 0.9330

β = 0.4531

GIWD σ = 0.2980 − 397.791 801.582 806.648 802.248 814.278

β = 0.7920

ϑ = 3.2610
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Conclusion
In this paper we have considered a generalization of the log-inverse Weibull distribu-

tion of Kumar and Nair (2018b) in order to build a more flexible model which includes

the nondecreasing shape for the hazard rate function, in addition and investigated sev-

eral theoretical properties of the distribution. We have discussed the estimation of the

parameters of the proposed distribution by method of maximum likelihood for both

complete and censored cases and illustrated the usefulness of model with the help of

Table 8 Estimated values of parameters and computed values of information measures of various
distributions corresponding to Data set 2

Model Estimates Log-
Likelihood

AIC BIC AICc CAIC

ExLIWD a = − 243.995 −181.9026 371.805 379.610 372.656 383.610

b = 256.509

c = 46.217

δ = 44.601

GIGWD α = 86.370 − 182.2115 372.423 380.227 373.274 384.227

β = 0.1510

λ = 5.88 0

γ = 7.270

KMIWD a = 130.900 − 184.5836 379.1672 389.382 380.343 394.382

δ = 0.2960

ρ = 0.0550

σ = 0.0075

β = 229.80

GIWD σ = 5.0810 −184.641 375.281 381.134 375.7811 384.134

β = 004890

ϑ = 1.5890

EPLD α = 1.7626 − 187.5605 381.121 386.974 381.621 389.974

β = 0.4448

θ = 0.2598

ELIWD a = −53.5756 − 190.822 389.644 397.448 390.495 401.448

b = 57.6963

c = 25.3954

IGWD λ = 13.6790 −195.024 396.048 401.901 396.548 404.901

β = 0.4216

α = 1.1830

LGIWD μ = −1.4166 −198.266 402.532 408.385 403.032 411.385

σ = 76.5670

γ = 2.8988

LD α = 10.01 − 202.0545 410.109 415.962 410.609 418.962

β = 1000

θ = 0.0148

GLD α = 0.02035 − 3019.677 6045.354 6051.207 6045.854 6054.207

β = 0.0028

θ = 0.8194
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certain medical data sets for highlighting the suitability of the model in cancer research.

It has been verified using various information measures that the proposed distribution

is a better distributional model for fitting such data sets as compared to many of its re-

lated models as well as many recently developed distributions. Further, the asymptotic

behaviour of the maximum likelihood estimators are examined with the help of simu-

lated data sets. Thus, through this paper, we have developed a wide class of distribu-

tions which possess more flexibility in terms of the shapes of its hazard rate function,

measures of central tendency, dispersion, skewness and kurtosis so as to capable for

modelling complete, censored as well as truncated data sets. Several inferential aspects

of the distribution as well as related regression models are in the process of being stud-

ied, which will come out soon through another publication.

Table 9 Estimated values of parameters and computed values of information measures of various
distributions corresponding to Data set 2

Model Estimates Log-
Likelihood

AIC BIC AICc CAIC

ExLIWD a = −63.6867 − 411.270 830.54 841.948 830.865 845.948

b = 77.5597

c = 11.1056

δ = 468.5867

GIGWD α = 167.1 −411.365 830.73 842.138 831.055 846.138

β = 0.2013
λ = 0.0083

γ = 33.01

Fig. 9 Cumulative probability plots for survival of leukaemia patients [Data Set 1]
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Appendix
I.Proof of Result 3

By definition, the characteristic function of the ExLIWD(a, b, c, δ) is the following for

ψðy; θÞ as given in (4).

ΦY tð Þ ¼ δc
b

Z∞
ea

y − 1eity 1 − e − ψ y;θð Þ½ �− cn oδ − 1
e − ψ y;θð Þ½ �− c

ψ y; θð Þ½ � − c − 1ð Þdy ð67Þ

On substituting z ¼ ψðy; θÞ in (67) we obtain,

ΦY tð Þ ¼ δc
Z
0

∞

e iteaþbzð Þz − c − 1e − z − c
1 − e − z − c� �δ − 1

dz;

which can be simplified as given below by expanding the exponential terms.

Fig. 10 Weibull Probability Plots for survival of leukaemia patients [Data Set 1]

Fig. 11 Cumulative probability plots for death times (in weeks) of patients with cancer of tongue with
aneuploid DNA profile. [Data Set 2]
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ΦY tð Þ ¼ δc
X∞
k¼0

X∞
j¼0

X∞
m¼0

iteað Þk kbð Þ j − 1ð Þm
k! j!m!

δ −mð Þm
Z
0

∞

z jz− c− 1e− z− c
dz

¼ δ
X∞
k¼0

Xc − 1½ �

j¼0

X∞
m¼0

iteað Þk kbð Þ j − 1ð Þm
k! j!m!

δ −mð Þm mþ 1ð Þ jc− 1 − 1ð ÞΓ 1 − jc− 1
	 


¼ δ
X∞
m¼0

Xc − 1½ �

j¼0

bj − 1ð Þm
m!

δ −mð Þm mþ 1ð Þ jc − 1 − 1ð ÞΓ 1 − jc− 1
	 
X∞

k¼0

eaitð Þkk j

k! j!
;

ð68Þ

as the kth raw moment of the IWD(c) is Γ(1 − kc−1), for k ≤ [c − 1]. On using the

relation
P∞

k¼0
ðiteaÞk k j

k! j! ¼P j
q¼0ð1 − qÞqSð j; qÞΦð1; 1 − q; eaitÞ in (68), we obtain (22).

Fig. 12 Weibull Probability Plots for death times (in weeks) of patients with cancer of tongue with
aneuploid DNA profile. [Data Set 2]

Fig. 13 Cumulative probability plots for remission times of bladder cancer patients [Data Set 3]
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II. Proof of Result 4

By definition, the rth raw moment of the ExLIWD(a, b, c, δ) is given by

μr ¼
δc
b

Z∞
ea

yry− 1 1 − e − ψ y;θð Þ½ �− cn oδ − 1
e − ψ y;θð Þ½ �− c

ψ y; θð Þ½ �− c − 1dy: ð69Þ

On substituting z = ln(y) − a, we get

μr ¼ δcbcear
Z ∞

0
erzz − c − 1e − z

bð Þ − c

1 − e − z
bð Þ − ch iδ − 1

dz: ð70Þ

On expanding the exponential term erz in (70), we obtain

μr ¼ δcbcear
X∞

k¼0

rk

k!

Z ∞

0
zkz − c − 1e − z

bð Þ − c

1 − e − z
bð Þ − ch iδ − 1

dz ð71Þ

¼ δear
X∞

k¼0

rk

k!
bk
Z ∞

0
x − kc− 1ð Þe − x 1 − e − xð Þδ − 1dx ð72Þ

Fig. 14 Weibull Probability Plots for remission times of bladder cancer patients [Data Set 3]

Table 10 Average bias and MSEs (within parenthesis) of the M.L.E.s of the parameters of the
ExLIWD(a, b, c, δ) based on a simulated data set corresponding to a = 0.5, b = 2, c = 2.5, δ = 5

Sample Size a b c δ

50 1.33250 −1.25580 2.61189 1.25960

(0.012993) (0.045722) (0.022989) (0.013281)

100 0.89325 −0.56281 2.05626 0.87188

(0.002312) (0.021854) (0.019697) (0.029663)

250 0.63935 −0.21189 1.48748 0.65529

(0.001288) (0.001829) (0.007221) (0.004748)

500 0.09369 −0.00541 0.29186 0.00121

(1.78633E-04) (1.58862E-05) (3.96351E-04) (9.65211E-03)
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¼ δear
X∞

k¼0

rk

k!
bk
Z ∞

0
x − kc− 1ð Þe − x

X∞

j¼0

− 1ð Þ j δ − jð Þ j
j!

e − xj

" #
dx; ð73Þ

by using the substitution ðzbÞ − c = x in (71) and hence applying (15). On further

simplification, (74) reduces to (23) in the light that the mth raw moment of the IWD(c) is

Γ(1 −mc−1), for m ≤ [c − 1]. Using the Ratio-test for convergence it can be verified that the

expression for the rth raw moment of the ExLIWD(a, b, c, δ), (23) is convergent for all

values of its parameters.

III. Elements of the Fisher information matrix
The elements of the observed Fisher information matrix IΥ = ((Iij)), i, j = 1, 2, 3, 4

corresponding to the likelihood function (57) are as follows in which Δ�
ϒðyiÞ ¼

e − ψðyi ; θÞ − c

f1 − e − ψðyi ; θÞ − cg2
.

I11 ¼ d2ℓ ϒð Þ
da2

¼
Xn
i¼1

ψ yi; θð Þ − 2

b2
cþ 1 − c cþ 1ð Þψ yi; θð Þ − cΔϒ yið Þ − δ − 1ð Þc2ψ yi; θð Þ − 2cΔ�

ϒ yið Þ �
;

I12 ¼ d2ℓ ϒð Þ
da db

¼ − c2

b2
Xn
i¼1

ψ yi; θð Þ − c − 1 δ − 1ð Þψ yi; θð Þ − cΔ�
ϒ yið Þ þ Δϒ yið Þ �

;

I13 ¼ d2ℓ ϒð Þ
da dc

¼
Xn
i¼1

ψ yi; θð Þ − 1

b
1 − ψ yi; θð Þ − cΔϒ yið Þ 1 − c ln ψ yi; θð Þ½ �½ � þ δ − 1ð Þψ3 yi; θð Þ − 2cΔ�

ϒ yið Þ �
;

I14 ¼ d2ℓ ϒð Þ
dadδ

¼ c
b

Xn
i¼1

cψ yi; θð Þ − c − 1e − ψðyi; θÞ − c

b 1 − e − ψðyi ; θÞ − c �
( )

;

I22 ¼ d2ℓ ϒð Þ
db2;

¼ −
nc

b2
þ
Xn
i¼1

cψ yi; θð Þ − cΔϒ yið Þ
b

2 −
cþ 1
b

� �
−

c2

b2
δ − 1ð Þψ yi; θð Þ − 2cΔ�

ϒ yið Þ
� �

;

I23 ¼ d2ℓ ϒð Þ
dbdc

¼ n
b
−
Xn
i¼1

ψ yi; θð Þ − cΔϒ yið Þ
b

1 − c ln ψ yi; θð Þ½ �ð Þ − c
b

δ − 1ð Þψ yi; θð Þ − 2c ln ψ yi; θð Þ½ �Δ�
ϒ yið Þ

� �
;

I24 ¼ d2ℓ Υð Þ
dbdδ

¼
Xn
i¼1

c exp − ψ yi; θð Þ − c½ �ψ yi; θð Þ − c

b 1 − exp − ψ yi; θð Þ − c½ �f g ;

I33 ¼ d2ℓ ϒð Þ
dc2

¼ − n
c2

−
Xn
i¼1

ln ψ yi; θð Þ½ �½ �2ψ yi; θð Þ − c δ − 1ð Þψ yi; θð Þ − cΔ�
ϒ yið Þ þ Δϒ yið Þ �

;

I34 ¼ d2ℓ ϒð Þ
dcdδ

¼
Xn
i¼1

e − ψðyi; θÞ − c
ψ yi; θð Þ − c ln ψ yi; θð Þ½ �

1 − e − ψðyi; θÞ − c � ;

and

I44 ¼ d2ℓ ϒð Þ
dδ2

¼ −
n

δ2
:
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